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Abstract

The densification of urban areas has led to a rise in transit demand outpacing the urban rail system capacity in many major cities, which brings issues such as near capacity operations, crowding and safety. Better understanding of passengers’ path choice behavior is the prerequisite for effective operations planning. Traditional survey methods are constrained by data coverage, collection cost and reporting accuracy, while Automated Fare Collection (AFC) and Automatic Vehicle Location (AVL) data provides new opportunities for behavior analysis. Though several studies have been estimating path choice using AFC data, they are either limited in applications by estimating path choice fractions (rather than individual choice), or biased in modelling link costs by ignoring the fact that under congested conditions passengers may experience denied boarding at major stations due to capacity constraints. In this paper, we extend the passenger to train assignment model (PTAM) in Zhu, et al. [1] to estimate the individual path choice behaviour by incorporating discrete choice model. The approach is data-driven and requires fare transactions at both entry and exit gates and train operation data at stations. The paper validates the model and demonstrates its applicability using synthetic data. Case studies on actual data are performed to understand passengers’ path choice patterns in space and time.

Introduction

Most discrete choice models are based on the random utility maximization (RUM) principle [2]. For estimation, they mainly are revealed and stated preference data [3-6] or data from passive data collection technologies, such as GPS sensors [7] and mobile phone [8]. Surveys are a powerful tool to facilitate behavior analysis. However, they are constrained by high costs, reporting accuracy, and survey coverage, etc.
Automated Fare Collection (AFC) and Automatic Vehicle Location (AVL) data provides opportunities for analysis in areas such as travel behavior, demand modelling, transit operations planning, etc. [9-11]. In addition to aggregate trends of when and where passengers travel, AFC data provides detailed information on the travel patterns of individuals and/or specific groups [12, 13]. Several studies have used AFC data to estimate passengers’ path choice probabilities [14-17]. They provide useful insights on the aggregated choice behavior under existing conditions. However, without modelling the individual path choice behavior, they are not useful for operations planning applications, such as timetable design, network expansion, operating strategies and policy interventions, etc.

This study focuses on the estimation of path choice models that are sensitive to performance attributes of the alternatives using AFC and AVL data. Relevant to this context, Sun, et al. [18] developed an integrated Bayesian approach to infer network attributes and passenger route choice behavior using AFC data in a urban rail system. The framework can incorporate various RUM-based discrete choice models. Zhang, et al. [19] developed a data fusion model to estimate individual path choices by combining RP data and AFC data, and modelled the heterogeneous risk attitudes of passengers. However, both studies imposed a strong assumption on link travel times (independent normal distribution) ignoring the fact that under congested conditions passengers may experience denied boarding at major stations due to capacity constraints. During peak periods, a (usually) shorter route may have passengers who are left behind. However, the models above cannot distinguish between a passenger having a longer journey time because they chose a longer route or because they were left behind multiple times on a shorter route [20].

Zhu, et al. [1] proposed a passenger-to-train assignment model (PTAM) by decomposing the journey time into access, wait, in-vehicle, and egress times, and considering the dynamics of being left behind at origin stations explicitly. The model was applied to estimate the left behind at key stations for non-transfer trips with capacity constraints and validated using both synthetic and actual data [21]. Hörcher, et al. [22] extended the PTAM to the case with transfers and presented a discrete choice model to estimate the user cost of crowding in urban rail systems. The ‘actual’ path that a passenger chose was identified using the probabilistic PTAM results (based on access,
egress, and transfer times). The hard identification rule used (e.g. path selected if probability larger than a certain threshold) may bias the choice observations, and eventually impacted the estimation results of the choice model.

**Methodology**

We consider a closed AFC system where tap-in and tap-out data are available, and train arrival and departure at stations are available from AVL system. Define a passenger trip \( x = (o, d, t_b, t_e) \), representing origin, destination, begin and end times. Train movement \( y = (l, s, t_a, t_g) \), representing line, station, arrival and departure times. The day is divided into fixed time intervals \( \Delta \), e.g. 15 minutes.

Let \( \mathcal{R} = \{R^1, R^2, \cdots, R^M\} \) be the effective path set of an OD pair. Assume that the probability of each path being chosen is stable given a time period \( h \) and follows \( \pi_h = \{\pi_h^1, \pi_h^2, \cdots, \pi_h^M\} \), where \( \sum_{m=1}^{M} \pi_h^m = 1 \). Given the path attribute vector \( z_h^m \) for path \( m \) (e.g. travel time, transfers, crowding, etc.), the path chosen probability \( \pi_h^m \) can be calculated using RUM-based choice model, such as Multinomial Logit Model (MNL).

\[
\pi_h^m = \frac{\exp(\beta z_h^m)}{\sum_{m'=1}^{M} \exp(\beta z_h^{m'})}
\]

(1)

where \( \beta = (\beta_1, \beta_2, \cdots, \beta_M) \) are the unknown parameters to be estimated.

Given passenger trips \( X = \{X_{od} \mid \forall o \in O, \forall d \in D\} \) for an OD pair at time \( \tau_h \), where \( X_{od} = \{x^1, x^2, \cdots, x^Q\} \), and train operation table \( Y = \{y_{ls} \mid \forall l \in L, \forall s \in S\} \), the objective is to estimate path choice model parameters \( \beta \), by maximizing the likelihood of observing all trips for all OD pairs with path choice sets.

\[
L(X, Y, \beta) = \prod_{X_{od} \in X} L(X_{od}, Y, \beta)
\]

(2)

The likelihood of observing all trips of an OD pair is calculated as:

\[
L(X_{od}, Y, \beta) = \prod_{x^q \in X_{od}} \left( \sum_{R^m \in \mathcal{R}_{od}} (\pi_h^m \times \Pr(x^q, t_e | x^q, t_b, R^m, Y)) \right)
\]

(3)

where \( \Pr(x^q, t_e | x^q, t_b, R^m, Y) \) is the possibility that a passenger \( x^q \) exits the destination station at time \( x^q, t_e \) given he/she enters the origin station at \( x^q, t_b \), chooses route \( R^m \).
Considering possible transfers, a path is represented as a sequence of segments ordered by the chronological order $R = (r^1 \rightarrow r^2 \rightarrow r^I)$, where path segment $r = (l, s, s')$, is determined by the line, and the starting and ending stations of a segment. Given the path segment, passengers may board different trains. Figure 1 shows the possible movements of a passenger who enters the system at tap-in and exits at tap-out and involves one transfer (two segments). Depending on the walking time and left behind on different segments, the passenger can board trains Line1_Train1, Line1_Train2 or Line1_Train3 for the first segment, and trains Line2_Train1, Line2_Train2 or Line2_Train3 for the second segment. Itineraries represent different combinations of trains for the two segments. The feasible itinerary are the itineraries whose tap-in time plus minimum access time is earlier than the train departure time at the first segment, transfer time is larger than the minimum transfer time requirement, and tap-out time is later than the train arrival time plus the minimum egress time at the last segment. A feasible itinerary is the set of trains that a passenger successfully boarded on each segment $\Omega^i = (\Lambda_{r_1} \rightarrow \Lambda_{r_2} \rightarrow \Lambda_{r_I})$.

![Time-space diagram for a journey involving one transfer](image)

Given a feasible itinerary set $\Omega = \{\Omega^1, \Omega^2, \ldots, \Omega^I\}$ for a specific path of an OD pair, the probability of observing a trip tap-in and tap-out is:

$$\Pr(x^q, t_e | x^q, t_b, R^m, Y) = \sum_{\Omega^i \in \Omega} \Pr(x^q, t_e | \Omega^i, x^q, t_b, R^m, Y) \times \Pr(\Omega^i) \quad (4)$$

Let $f_a(t), f_{tr}(t), f_e(t)$ be the distributions of access time, transfer time and egress time, respectively. Let $\theta_r = (\theta_r(1), \theta_r(2), \ldots, \theta_r(N))$ be the probability of left behind different times at path segment $r$, where $N$ is the maximum left behind times, e.g. 5. The
walking time distributions and left behind probabilities can be estimated using the approaches in [20]. We further assume that the left behind probabilities for transfer and new tap-in passengers are similar. Given the known itinerary (train arrival time at the last segment) and tap-out time, \( \Pr(x^q.t_e|\Omega^l, x^q.t_b, R^m, Y) \) can be calculated from \( f_e(t) \). \( \Pr(\Omega^l) \) can be derived from \( f_a(t), f_{tr}(t) \) and \( \theta_r \) using the PTAM formulation in [1].

Case Study

To validate the proposed methodology, synthetic data was generated using the tap-in times and the train movement data from a major urban rail system during the peak period. Note that the proposed methodology can also be used to estimate the path fractions of an OD pair by maximizing the Equation (3) with respect to \( \pi_h \). Without loss of generality, the following example was used to illustrate the methodology for fraction estimation.

Figure 2a shows the configuration of the network where station 1 is crowded with serious left behind. The tap-in and tap-out data was generated for OD pair 1->3. Passengers were assigned to a path (1-3 or 1-2-3) according to pre-defined fractions (80%, 20%). At station 1, red line, up direction, the probabilities to be left behind 0 time, once, and twice are set to be 20%, 50%, 30%. All the other platforms have no left behind. The walking speed follows lognormal distribution with mean speed 1.2 m/s and standard deviation 0.25 m/s. The walking distance for access and egress is 150m and transfer distance 50m. Figure 2b shows the journey time distribution of the synthetic data.
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**Figure 2:** Case study settings. a) Network with transfers and route choice; b) Journey time distribution of OD pair 1->3

Figure 3 shows the path fraction estimation results and sensitivity analysis with respect to left behind probabilities (Figure 3a) and walking speed distribution (Figure 3b). For the sensitivity analysis, we randomly add error (0-5%) to the no left behind
probability (re-scale others to sum to 1) and walking speed distribution mean and run the experiments for 50 times to draw the boxplot. The results show that the median of the path fraction is close to the actual ones (blue dash line), and the estimation is more sensitive to the accuracy of the walking speed distribution compared to that of the left behind estimations.

Figure 3: Estimation results and sensitivity with respect to, a) left behind; b) walk speed

The performance of estimating path choice parameters $\beta$ will be examined using the synthetic data. Then, case studies using actual AFC and AVL data will be performed to explore how passengers will change their path choice behavior in response to crowding in both space (OD pairs with different distance) and time (time period of day).
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